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Deep learning has demonstrated extraordinary empirical success in various applications. Despite the 
great promise, DL has significant computation requirements. Moreover, DL lacks interpretability and 
performance guarantees and often acts as the “black box” due to its extreme complexity. This talk 
introduces our ongoing efforts to reduce the computation cost of deep learning while maintaining its 
ability to generalize on unseen data. Our first approach is network pruning, which removes part of the 
neuron weights in a complex model to reduce the inference cost. We illustrate how the degree of 
network sparsity impacts sample complexity and convergence rates quantitatively. Furthermore, we 
establish that typical magnitude-based pruning methods can effectively reduce model size without 
compromising generalization performance across a broad range of scenarios. Our second approach is 
the Mixture of Experts (MoE) architecture, which routes each input to a few subnetworks (termed as 
experts) rather than processing it through the entire network to reduce computation. We explore the 
application of patch-level MoEs in vision and language tasks and offer the first theoretical guarantee of 
their generalization performance. We demonstrate that patch-level MoEs simultaneously reduce 
sample complexity, computational complexity, and model complexity while maintaining equivalent 
generalization accuracy. 
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